[image: ]





Standard Operating Procedure (SOP) Document
Azure VM Restoration SOP
Document Owner: Cloud Ops
Author: Santosh Pawar
Editor: Hirinder Mulwani
Document Number: R.Ai-SOP012
[bookmark: _heading=h.dxcbwfn60lt]Document Revision Number: v1.0
Effective Date: Oct 2024





Work Instructions for Azure VM Restoration - In Application Issue
1. [bookmark: _GoBack]Create New storage account in same region where RSV is located
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2. Click on Review + create.
3. Now go to Backup and select restore point and click on “Restore VM”
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4. Click On Restore.
New VM (Exela-Track-02) will be restored/created with host name in OS same as old VM Exela-Track-01 and different IP.
5. To maintain the same private IP as before, shutdown the old VM and change the IP of the old VM in Network Interface as static and then provide same IP of old VM to this new VM in Network Interface as static as shown below.
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6. Click on Save.

7. Remove Akamai and re-connect the new VM to domain.
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Home > Virtual machines > Exela-Track-01 | Backup >

Restore Virtual Machine

exela-track-01

Restore allows you to restore VM/disks from a selected Restore Point.

Restore point * 10/6/2024, 12:03:37 AM
Select
Data Store Snapshot and Vault-Standard

Restore configuration

Restore target @ Create new
O Replace existing

@ To create an alternate configuration when restoring your VM (from the following menus), use PowerShell cmdlets.
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Restore Virtual Machine

exela-track-01

Restore Type * ©

Virtual machine name *
Subscription * ©

Resource group * @O

Virtual network * ©
Subnet * ©

Staging Location * ©

‘ Create new virtual machine

‘ Exela-Track-02

‘ CorporateUS

l corpusrg

€ A virtual machine with the same name already exists in the selected resource
group. Please change the virtual machine name or select a new resource group.

‘ corpusrg-vnet2 (corpusrg) v ‘
| VM _subnet v
stgcorpus (StandardRAGRS) v

Can't find your storage account ?




image5.png
2 Exela-Track-02 | Network settings

Virtual machine

¢« @ This is a new experience. Please provide feedback

KA Overview & Attach network interface ¥ Detach network interface o View topology @ Troubleshoot ™

Activity log

83 Access control (IAM) B Network interface / IP configuration o
Exela-Track-02-nic-7a31ee5ab0a0449a870d05766e2a5727 (primary) /

@ Tgs 9ea50f5ebf4148¢3a676c5d005¢9115¢ (primary)

K Diagnose and solve problems

A Essentials

> Connect
. Network interface Load balancers
' Networking . )
Exela-Track-02-nic-7a31ee5ab0a0449a870d05 0 (Configure)
o) N S * Virtual network / subnet Application security groups
<) Load balancing corpusrg-vnet2 / VM_Subnet 0 (Configure)
9 Application security Public IP address Network security group
groups - (Configure) -

@& Network manager Private IP address Accelerated networking
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Exela-Track-02-nic-7a31ee5ab0a0449a870d05766e2a5727 | IP configurations *

Network interface

Phearch ]

g8 Overview

22 Access control (IAM)
@ Tags
V' Settings
&3 IP configurations
2 DNS servers
. Network security group
11! Properties
O Locks

> Monitoring

<

«

Virtual network corpusrg-vnet2

Subnet * © VM_Subnet (10.199.49.0/25) 120 free IP addresses v
120 free IP addresses

Private and public IP addresses can be assigned to a virtual machine's network interface controller. You can add as many

private and public IPv4 addresses as necessary to a network interface, within the limits listed in the Azure limits article. Learn
more

—+ Add  €5: Make primary i] Delete

Name IP Version Type Private IP Address Public IP Address

D 9ea50f5ebf4148¢3a676c5d005¢9... 1Pv4 Primary 10.199.49.5 (Static)

Apply Discard changes
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Edit IP configuration

Exela-Track-02-nic-7a31ee5ab0a0449a870d05766e2a5727

Name *

IP version

Type

Private IP address settings

Allocation

Private IP address *

Save Cancel

‘ 9ea50f5ebf4148c3a676c5d005¢9115e

1Pv4

Primary

O Dynamic
© Static

| 10.199.495

& Give feedback
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Home > Storage accounts >

Create a storage

account

Select the subscription in which to create the new storage account. Choose a new or existing resource group to organize and

manage your storage account

Subscription *

L

Resource group *

Instance details

Storage account name * @
Region * ®

Primary service ®

Previous

together with other resources.

l CorporateUS

v]

l cropusrg v l
Create new
‘ stgcorpus
@ The storage account name 'stgcorpus' is already taken.

(US) Central US v
Deploy to an Azure Extended Zone
l Select a primary service v

Review + create
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Create a storage account

Storage account name * © ‘ stgcorpus ‘

@ The storage account name 'stgcorpus' is already taken.

Region * © | W) Central Us ]
Deploy to an Azure Extended Zone

Primary service ® l Select a primary service v l

*
Performance * © © Standard: Recommended for most scenarios (general-purpose v2 account)

O Premium: Recommended for scenarios that require low latency.

Redundancy * ® l Geo-redundant storage (GRS) v

Make read access to data available in the event of regional unavailability.

Previous Next Review + create
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